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The Maximum Likelihood Estimator



Maximum Likelihood Estimation: Setting

v

Statistical model: Family P = {f(z|0) : ¢ € ©} of densities on
measurable space (X, .A) with reference measure v

» Assume parameter set © C R?

v

Let Py = probability measure on (X, .A) with density f(x|0), so

Py(A) = /A F(2]0) dv(z)

v

Observe X, X»,... € X iid where X ~ Py, with 8y € © unknown

v

Goal: Point estimate of parameter 6, based on X1,..., X,



Maximum Likelihood Estimator

Definition: Given z1,...,z, € X
> Likelihood function L, (0) = L.(0|z7) = [T, f(x:]0)
> Log likelihood function £,,(0) = €.(0|27) = >_7_, log f(x:i|0)
» Maximum likelihood estimator (MLE) is any function 6,, : X" — © sit.

0, (27) = argmax L, () = argmax £, (6)
0co oce

Consistency: Does 0,,(X]') — 6 wpl as n — 00?



Uniform LLN for an Indexed Family of Functions



Semicontinuous Functions

Definition: Suppose X C R”. A function f : X — R is upper semicontinous
(usc) at a point zg € X if

) 020 | zeB(x0,0)

limsup f(z) = lim{ sup f(a:)} = f(=zo)

» Equivalently, for every e > 0 there exist § > 0 such that ||z — zo|| < ¢
implies f(z) < f(zo) + ¢

» Equivalently, limsup,, f(z») < f(zo) for every sequence z,, — zo

The function f is usc if it is usc at each point zo € X

Definition: A function f : X — R is lower semicontinous (Isc) if — f is usc



Semicontinuous Functions, cont.

Fact: Let f : ¥ — Rwhere X C RP
1. fis usc iff upper level sets {z : f(z) > «} are closed for each o € R
2. If fis usc then it achieves its maximum value on any compact set
3. If f1, f2,... are usc, then sois f = inf, f,

4. fis continuous iff it is usc and Isc

Examples of upper semi-continuous functions
» f(z) =1I(x € C) where C is closed
> f(z) =sin(l/z)I(x # 0) + I(z = 0)

» f continuous



Indexed Family of Functions

Definition: Let I’ C R? be an index set, and let U : R¢ x I' — R be s.t.
1. U(zx,~) is measurable in x for every v € T
2. U(x,~) is usc in v for every z € R?

Lettd = {U(-,) : v € '}, family of functions on R indexed by v € T'

Definition: A function K : R — [0, 00) is an envelope for U if for every

sup |U(z,7)| < K(z)

yer

Proposition: If (1) and (2) hold and ¢/ has envelope K such that
EK(X) < oo then p(v) := E[U(X,~)] isuscon T’



One-Sided Uniform Law of Large Numbers (LLN)

Thm: Let X1, X»,..., X € R? be iid. Suppose that (1) and (2) hold and
(3) T is compact

(4) U has envelope K such that EK(X) < oo

(5) Vy € I' 30 > 0 such that sup./ ¢ g (4.5 U(z,~') is measurable in x

Then we have a one-sided LLN

lim sup sup — ZU (Xi,7) < supEU(X, )

n—oo ~el’ M ~er

Cor: If U(z,~) is continuous in ~ for every z, then

1 n
sup’EZU(Xi,’y) —EU(X,v)| — 0 wplasn — oo
~er i—1



Examples

1. Sinusoids. Index set I' C R? compact, function U : R? x © — R defined by

d
U(z,v) = H sin(27x;7;)
i=1

2. Neural Network. Index set I' C R%*! compact, function U : R¢ x T’ — R
defined by

d
U(z,v) = tanh <Z Tivi —‘,—’yo)

=1



Consistency of MLE



Consistency of MLE: Basic Assumptions

Given: Family P = {f(z|f) : 8 € ©} of densities on (X, .A) with reference
measure v. Let Py = distribution with density f(x|0). Assume

(1) © C R? is compact
(2) f(x|0)isuscin @ forevery z € X

(8) There is a measurable envelope K : X — [0, co) such that
|log(f(z|6)/f(x]60))] < K(z) for every x and Eg, K (X) < oo

(4) Identifiability: If & # 6 then Py # Py,

(5) V0 € © 35 > 0 such that supg,¢ g 5) f(x]0’) is measurable in =



Consistency of MLE

Theorem: Let X1, X,... € X beiid with X; ~ f(z|6y) € P. If assumptions
(1)-(5) hold then

1. MLE 6,, = argmaxycgo ¥n () exists

2. For any sequence 6,, of MLE we have én(Xf’) — 6o wp1

Remarks
» MLE need not be measurable, but can be chosen to be so
» Envelope condition (3) cannot be dropped (see text)

> If f(x]0) is continuous in 6 for every z, then (2) and (5) are satisfied



