
STOR 655 Homework 8

1. Let X1, . . . , Xn be independent Bernoulli random variables with EXi = pi. Let S =

X1 + · · ·+Xn and let µ = ES =
∑n

i=1 pi. Use Chernoff’s bound and a MGF computation

to show that for all t > 0

P(S > t) ≤ exp{t− µ− t log(t/µ)}

How does this bound compare to Hoeffding’s inequality?

2. Let S(xn1 : A) = |{A ∩ {x1, . . . , xn} : A ∈ A}| be the shatter coefficient of a family

A ⊆ 2X . Show that for every sequence x1, . . . , xm+n ∈ X we have the sub-multiplicative

relation

S(xm+n
1 : A) ≤ S(xm1 : A) · S(xm+n

m+1 : A).

3. A sequence of numbers {an} is super-additive if for all m,n ≥ 1 the inequality am+n ≥

am + an holds. Use the lemma from class to show that if {an} is super-additive then an/n

has a limit, and find the limit.

4. Show that for every x ≥ 0 one has log(1 + x) ≤ x− x2/2 + x3/2, and conclude that

1 + x ≤ exp

{
x−

(
x2 − x3

2

)}
.

Hint: Expand the function h(v) = log v in a fourth order Taylor series around the point

v = 1 and consider the remainder term.

5. Let X ∼ χ2
k have a chi-squared distribution with k degrees of freedom.

(a) Using an identity from a previous homework, or a direct argument, show that if Z is

standard normal and s < 2 then E exp{sZ2} = (1− 2s)−1/2.

(b) Show that the MGF of X is equal to ϕX(s) = (1− 2s)−k/2.

(c) Use the Chernoff bound and result of Problem 5 above to establish that for 0 ≤ ε ≤ 1,

P (X ≥ (1 + ε)k) ≤ exp

{
−k

4
(ε2 − ε3)

}
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6. Let Hi(x
i
1) := E[ f(Xn

1 ) |Xi
1 = xi1 ] be defined as in the proof of McDiarmid’s inequality.

Show carefully that

sup
u,u′

[Hi(x
i−1
1 , u) − Hi(x

i−1
1 , u′) ] ≤ ci,

where ci is the i’th difference coefficient of f . Note carefully how your argument depends

on the independence of X1, . . . , Xn.
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