
STOR 655 Homework 1

Final Version

1. Show that (1 + u/3)3 ≥ 1 + u for every u ≥ 0.

2. Let h(u) = (1 + u) log(1 + u) − u. (This function appears in Bennett’s exponential

inequality for sums of independent, bounded random variables.)

(a) By considering the first few terms of Taylor expansion of the function h(·) around

zero, show that for every u ≥ 0

h(u) ≥ u2

2 + 2u

(b) (Optional) Use calculus to establish the stronger bound that for every u ≥ 0

h(u) ≥ u2

2 + 2u/3

3. Let {a1, . . . , an} and {b1, . . . , bn} be two sequences of numbers.

(a) Show that min{ai}+ min{bi} ≤ min{ai + bi} ≤ min{ai}+ max{bi}

(b) Show that −min{ai} = max{−ai} and −max{ai} = min{−ai}. Use these relations in

conjunction with the results of part (a) to get a related chain of inequalities involving

maxima.

(c) Show that max{ai} −max{bi} ≤ max{|ai − bi|}

4. Establish the following relations for random vectors X and Y of appropriate dimension.

(a) E(AX) = AEX

(b) Var(AX) = AVar(X)At

(c) Cov(X,Y ) = Cov(Y,X)t

(d) Var(X + Y ) = Var(X) + Var(Y ) + Cov(X,Y ) + Cov(Y,X)

(e) If X,Y are independent, then Cov(X,Y ) = 0
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5. Let U ∼ Nd(µ,Σ) and let V = Σ1/2Y + µ where Y ∼ Nd(0, I).

(a) Show that EU = EV and that Var(U) = Var(V ).

(b) Fix v ∈ Rd. Find the distributions of the random variables vtU and vtV . Note that

these distributions are the same.

6. Let x = (x1, . . . , xd)t ∈ Rd and let ||x|| be the Euclidean (`2) norm of x. Show that for

1 ≤ i ≤ d,

|xi| ≤ ||x|| ≤ |x1|+ · · ·+ |xd|.

Use the inequalities to show that if X ∈ Rd is a random vector then E||X|| <∞ if and only

if E|Xi| <∞ for 1 ≤ i ≤ d.

7. Give a simple example of random vectors X,Y ∈ R2 such that Cov(X,Y ) 6= Cov(Y,X).

8. Let X ∼ N (0, σ2). Establish the identity

E exp{aX2 + bX} =
1√

1− 2aσ2
exp

{
σ2b2

2(1− 2aσ2)

}
Hint: Write the expectation as an integral. Combine terms in the exponent and complete

the square. Remove the constant factor and perform a simple change of variables to evaluate

the remaining integral.
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